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Pros:
- Image decomposition into a set of slots 

where each slots represents a unique 
object. 

- Works well on real-world images.
Cons:

- Cannot be guided by user queries. 
- Always recovers a fixed decomposition 

of a scene.

Downstream Applications: Image Generation & VQA

The man in the grey 
sweatshirt

The man in the 
long-sleeved shirt
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CTRL-O demonstrates strong object discovery.

Ablation over various CTRL-O components 
for achieving strong visual grounding.

With CTRL-O, we can control the granularity at which 
objects are discovered in the image.

a. CTRL-O enables generating new images for specific 
instances of objects in source images.

b. Composes multiple extracted instances from different 
images into a coherent scene.

CTRL-O improves VQA performance 
by enabling coupling.

Coupling: Extract object specific 
visual features from CTRL-O 
and use them alongside the 
corresponding text in the 
question for richer image-text 
interactions. Instance-Specific Text-to-Image Generation  Visual Question Answering

● CTRL-O transforms visual features into language-controllable object-centric representations.
● Enables precise binding between language descriptions and specific objects in complex scenes.

CTRL-O allows us to extract 
features for specific (instances 
of) objects and either generate 
new pictures of those instances 
of objects or answer questions 
about those objects.

CTRL-0Object-Centric Learning

Object Discovery and Visual Grounding

CTRL-O generates images that 
better match the target instance.


